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Abstract

Within the past decade, the task of coreference
resolution has become popular in addressing
a variety of NLP-related procedures. This pa-
per aims to summarize the development of the
state-of-the-art model for coreference resolu-
tion. In addition, commentary will be provided
on the applications of coreference resolution
regarding different NLP tasks and some con-
cerns regarding modern coreference resolution
models.1

1 Introduction

Coreference resolution is the task of identifying
tokens within a document that refer to the same
entity. For example, if I were given the sentence:
"Alice told me that she lost her keys while I was
shopping," the entity "Alice" would be linked with
"she" (5th word) and "her" (7th word) whereas the
entity "I" would be linked with "me" (3rd word).
Although the task itself is quite simple, there is a
great deal of complexity that comes from encoding
referential data in each document. However, find-
ing an efficient solution to this problem can result
in major improvements across many pre-existing
NLP tasks.

2 Coreference Resolution Models

The following section discusses the history behind
the development of today’s modern state-of-the-art
model. Additionally, some insights are provided
into other model variants that view coreference
resolution from a unique perspective.

2.1 The State-of-the-art Model

The first state-of-the-art model was proposed
in 2017 by a research group from the Univer-
sity of Washington in conjunction with Facebook
AI. Their approach involved analyzing all spans
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(chunks of tokens) within each document and train-
ing a model to generate embeddings that capture
contextual information between neighboring spans.
The embeddings were designed such that the model,
given a specific span, could predict with high prob-
ability other spans that precede it. This was the first
approach that did not rely on syntactic parsing, or
utilizing the grammatical structure of the document
for coreference resolution (Lee et al., 2017).

Many developments have been made since this
initial model’s release. One of the first major
changes was altering the model to include ELMo
and GloVe embeddings in 2018, converting each
token within a document into its corresponding
vector embedding before passing the input into the
original model (Peters et al., 2018). These em-
beddings were effective since they were generated
from models trained on large text datasets with the
intent of capturing relationships between different
words and entities. In 2019, the development of
BERT led to the creation of a BERT-based corefer-
ence resolution model, where the pre-trained em-
beddings were replaced by a BERT transformer
that was more effective at identifying related enti-
ties within a document (Joshi et al., 2019).

Despite the effectiveness of these models, the
runtime can be quite slow due to processing a large
amount of spans per document. As such, the cur-
rent state-of-the-art model utilizes word-level coref-
erence resolution, identifying coreference between
individual words first, then generalizing these re-
sults into coreference between an entire span of
tokens, reducing the number of spans from O(n4)
to O(n2), where n is the length of the document.
(Dobrovolskii, 2021). In addition to the reduced
runtime, the reduced memory requirement makes it
easier to implement coreference resolution in other
models, thus serving as a flexible NLP tool with
limited drawbacks.



2.2 Model Variations

In the past few years, there have also been attempts
to explore different models that are less reliant on
pre-existing constructions. For example, CorefQA
was proposed in 2020, where coreference resolu-
tion tasks were redefined as a series of question-
answer prompts. After providing CorefQA with a
document to analyze, the user would ask the model
questions about different entities and the specific
tokens that refer to each one (Wu et al., 2020b).

Additionally, the F-COREF model was proposed
in 2022 to promote faster coreference resolution,
significantly decreasing the amount of training time
required for state-of-the-art models in exchange for
a small accuracy decrease (Otmazgin et al., 2022a).
Most of the simplifications came from their im-
plementation of knowledge distillation: training
a smaller model to mimic the performance of a
larger state-of-the-art model (in this context, the
LingMess model, Otmazgin et al., 2022b).

Some models have also attempted to remove
the span construction altogether. For example, a
research group from Tel Aviv University altered
current coreference resolution models by propagat-
ing contextual span information within a document
to the document’s start and end tokens, thus making
the model much more memory-efficient (Kirstain
et al., 2021).

3 Evaluation Metrics

Historically, the standard dataset used to analyze
model performance for coreference resolution tasks
is the OntoNotes 5.0 corpus. This collection con-
tains millions of entries from a variety of text gen-
res, such as news articles, online blogs, and tele-
phone conversations. Additionally, the corpus con-
tains entries in three different languages: English,
Chinese, and Arabic. The corpus is applicable for
a variety of NLP tasks, and the provided dataset
contains millions of coreference annotations over
the dataset (Pradhan et al., 2013).

Despite its widespread use, the dataset itself
is also somewhat limited due to the lack of va-
riety in its domain sources. As such, there have
been attempts at increasing the scope of current
coreference resolution datasets in order to make
coreference models more generalizable. One in-
stance of this is the creation of a coreference res-
olution dataset with an English literature corpus
spearheaded by the School of Information at the
University of California, Berkeley (Bamman et al.,

2020). Additionally, there are efforts in translat-
ing pre-existing English datasets to include other
languages besides Chinese and Arabic. Wino-X
is one example of this: their dataset includes Ger-
man, Russian, and French translations of corefer-
ence resolution entries that are derived from the
WinoGrande dataset (Emelin and Sennrich, 2021;
Sakaguchi et al., 2019).

4 Applications

In this section, some applications of coreference
resolution are provided in the context of other NLP
tasks. Note that the following list is not exhaustive;
however, it gives a good overview of how corefer-
ence resolution is utilized today.

4.1 Machine Translation

Machine translation is the task of translating an
input document into another language. Since the
grammar between two languages can differ drasti-
cally, it is useful to utilize coreference resolution
to identify helpful tokens (i.e. pronouns) that refer
to key entities within an input text. Some modern
machine translation systems utilize a graph-based
encoder that contextualize relationships between to-
kens over the entire document – this data represen-
tation makes it easier to directly translate individual
tokens and reconstruct the translated tokens into
a valid syntactical structure (Ohtani et al., 2019).
This point is especially important when considering
languages with gendered grammar systems (such
as French or Spanish), where certain words have ei-
ther masculine or feminine determinants associated
with them (Yehudai et al., 2023).

4.2 Machine Reading Comprehension

Machine reading comprehension, also commonly
known as question-answering, is an NLP task
where the model is given a passage to read and un-
derstand. After, the model should be able to answer
any potential question a user may ask about the pas-
sage. Although state-of-the-art machine reading
comprehension models are effective at answering
general questions (usually related to the content
in the input passage), these models typically strug-
gle with questions about coreference resolution (i.e.
which tokens correspond to a given entity in the
passage). To remedy this issue, some researchers
have worked on including more coreference res-
olution prompts in machine reading comprehen-
sion datasets, as well as designing an automated



pipeline for converting pre-existing coreference res-
olution annotations into question-answer prompts
(Wu et al., 2020a).

4.3 Text Simplification

Text simplification aims to transform an input doc-
ument into a form that makes it easier for indi-
viduals to read. These tasks are typically targeted
towards a specific demographic group, such as in-
dividuals who are dyslexic or children who lack
higher-education reading skills. In the past, text
simplification was achieved solely through analyz-
ing the syntactic and lexical structure of the input
documents. By building "coreference chains" that
link tokens to the specific entities that they are de-
scribing, it is possible to design an algorithm that
can modify the structure of these chains to yield
a simplified sentence that is easier to process and
understand (Wilkens et al., 2020).

4.4 Event Coreference Resolution

Event coreference resolution is the task of analyz-
ing which fragments of text refer to the same real-
world event within a single document or collection
of documents. This application of coreference res-
olution is most useful in the context of analyzing
news articles, as identifying different parts of a doc-
ument that refer to the same event can be useful in
extracting the essence of the text (Lu et al., 2020).
Note that there are a lack of annotated datasets that
contain event coreference resolution annotations;
as such, there have also been attempts at automat-
ing the collection of "coreferential event pairs,"
or pairs of documents that refer to the same event
(Choubey and Huang, 2021).

4.5 Dialogue Processing

Coreference resolution also has utility in dialogue
processing: analyzing a stream of documents that
contain conversations between two or more indi-
viduals. Note that the model will be analyzing dia-
logue in real-time, meaning that the model will se-
quentially execute coreference resolution between
the current document it receives and all of the previ-
ous documents it has seen during the conversation
(Xu and Choi, 2022). This type of NLP task can
be useful in the context of character linking, or
identifying parts of a dialogue that refer to actual
individuals in the real world (Bai et al., 2021).

5 Concerns

Although coreference resolution has many practi-
cal uses in a variety of NLP tasks, there are still
a few concerns that impact the efficacy of these
models. A few of these issues are summarized in
this section.

5.1 Domain Generalization

One main issue with coreference resolution is that
models typically struggle with generalizing to dif-
ferent domains of data that they have not been ex-
posed to while training. This issue is not important
for narrow coreference tasks that focus on specific
subsets of data; however, this is an issue for general
coreference models intended to work on all types
of documents and scenarios. Although an effective
solution to this problem is consolidating multiple
pre-existing coreference resolution datasets into
one large dataset for a model to train on, it does
seem like the main bottleneck comes from the lack
of annotated data from a variety of domains (Tosh-
niwal et al., 2021).

5.2 Language Variety

Building off of the previous point, there seems to
be a lack of coreference resolution datasets that
generalize to different languages, both verbal and
nonverbal. However, there are many researchers
that are currently working on generating new data
sources to fill the gaps. As previously discussed
in the paper, there have been some attempts to
generate datasets in other languages like German
or French (Wino-X, Emelin and Sennrich, 2021).
Additionally, some strides have been made in in-
terpreting coreference resolution for sign language,
although most of the difficulty stems from extract-
ing features from different hand gestures (Yin et al.,
2021). There has also been some experimentation
in utilizing machine translation models to automate
the translation of coreference resolution datasets
from English to other languages; however, the qual-
ity of modern machine translation tools limits this
pipeline significantly (Bitew et al., 2021).

5.3 Gender Bias

Current state-of-the-art models can also exhibit
some gender bias in the annotations they make
due to the lack of gender diversity in coreference
resolution datasets. For example, some models
may make assumptions about the target entities
and their professions: for example, the model may



associate "physician" with "male" and "secretary"
as "female" regardless of other provided context
in the document (Zhao et al., 2018). In fact, some
studies have shown that BERT models trained on
gender-balanced datasets with an equal number of
male/female entries can perform better than some
state-of-the-art coreference resolution models in
the context of gender pronoun resolution (Chada,
2019).

5.4 Identity Bias

Additionally, the lack of diverse identities
(queer/non-binary) within coreference resolution
datasets causes these models to perform inaccu-
rately on documents involving LGBTQ+ individu-
als. For example, many models fail to link the pro-
nouns "they" and "them" with singular entities that
may not identify with binary pronouns (Dev et al.,
2021). However, some progress has been made
by curating more gender-inclusive datasets with
non-binary pronouns and augmenting pre-existing
coreference resolution datasets to include more neu-
tral pronouns (Uppunda et al., 2021).

6 Conclusion

Coreference resolution has become a crucial NLP
task within the past couple of years. Given its va-
riety of practical applications and recent improve-
ments in the speed and memory-usage of current
state-of-the-art models, it is not surprising to see
coreference resolution being implemented in many
modern NLP pipelines today. However, it is impor-
tant to be weary of the limitations and biases that
are present within coreference resolution datasets,
as it is critical to address these concerns now before
they grow out of control.
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